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Abstract—Automated vehicles require a comprehensive under-
standing of traffic situations to ensure safe and anticipatory driv-
ing. In this context, the prediction of pedestrians is particularly
challenging as pedestrian behavior can be influenced by multiple
factors. In this paper, we thoroughly analyze the requirements
on pedestrian behavior prediction for automated driving via
a system-level approach. To this end we investigate real-world
pedestrian-vehicle interactions with human drivers. Based on
human driving behavior we then derive appropriate reaction
patterns of an automated vehicle and determine requirements
for the prediction of pedestrians. This includes a novel metric
tailored to measure prediction performance from a system-level
perspective. The proposed metric is evaluated on a large-scale
dataset comprising thousands of real-world pedestrian-vehicle in-
teractions. We furthermore conduct an ablation study to evaluate
the importance of different contextual cues and compare these
results to ones obtained using established performance metrics
for pedestrian prediction. Our results highlight the importance
of a system-level approach to pedestrian behavior prediction.

Index Terms—Autonomous vehicles, Automated driving, Pre-
diction methods, Machine learning.

I. INTRODUCTION

OAD safety is a key driver for the development of Driver

Assistance (DA) and Automated Driving (AD) systems.
According to a report of the World Health Organization [1]
traffic accidents cause more than 1.3 million fatalities annually,
almost half of them being Vulnerable Road Users (VRUs).
Therefore, the protection of VRUs, in particular pedestrians,
constitutes a major goal of intelligent vehicles. The Automatic
Emergency Braking system for Pedestrians (AEB-P) is a good
example on how driver assistance systems already protect
pedestrians today. AEB-P detects pedestrians in the predicted
vehicle’s path and, if a collision cannot be avoided by the
driver, automatically initiates emergency breaking. By either
avoiding the collision or, if avoidance is not possible, reducing
the velocity of an impact, pedestrian AEB systems mitigate
pedestrian fatality and injury [2]. The detection of pedestrians
and the prediction of their behavior are essential components
of an AEB-P system. Prediction of an AEB-P is generally
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Fig. 1. Exemplary scenario in which the behavior of a pedestrian depends on
multiple contextual cues, e.g. the present road infrastructure or interactions
with other traffic participants.

restricted to short prediction horizons in the order of 1 to 2s
and is typically based on kinematic models.

On the other hand, automated driving not only addresses
near-collision situations, but broadens the scope to everyday
driving scenarios. Thus, besides collision mitigation, com-
fortable driving that imitates human driving behavior shifts
into focus. In order to react appropriately at an early stage
automated driving requires an extended pedestrian behavior
prediction to correctly reason about a situation on a longer
time-scale.

Recent years have seen an increased interest in using deep
learning based methods for the purpose of long-term pedes-
trian prediction. Most of the works on this topic however used
generic metrics both for development and evaluation of the
prediction models. While these generic metrics are suitable for
measuring the overall accuracy of a predicted behavior, they do
not take into account the actual requirements of downstream
functions, like e.g. an automated driving system. We argue
that due to this, important task-specific requirements are not
considered in model development and evaluation, since generic
metrics do not or only partially cover those requirements.
As a result the proposed models are often too complex or
suboptimal for the downstream task. Therefore, we propose a
new function-specific metric, which is based on system-level
requirements. This metric allows for a more task-informed
assessment of models for pedestrian prediction.

Especially on a longer time-scale the behavior of pedestrians
cannot be investigated in isolation, but rather has to be
considered within the context of the overall traffic scene. The
exemplary scenario of a girl running along a sidewalk depicted
in Fig. [T)illustrates this relationship: The future behavior of the
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girl is likely to depend on a variety of factors. This includes
the static driving infrastructure (e.g. the road layout, the zebra
crossing), interactions of the pedestrian with other traffic
participants (e.g. an approaching vehicle), and appearance or
communication cues (e.g. gestures). Yet, the importance and
influence of individual contextual cues on prediction accuracy
and on the downstream AD function is not obvious a priori.

In this paper, we derive requirements and a performance
metric for pedestrian behavior prediction in the context of
automated driving. For evaluation purposes, we present a pre-
diction model based on a Conditional Variational Autoencoder
(CVAE) that specifically addresses long-term prediction by
including contextual cues of the traffic scene. Finally, we
investigate the importance of contextual cues in terms of
prediction accuracy. Our results highlight the importance of
a system-level approach to pedestrian behavior prediction. In
detail, the contributions of the paper are:

« An appropriate system reaction pattern for interactions of
an automated vehicle with pedestrians is derived from an
analysis of human driving behavior.

o Requirements for pedestrian behavior prediction in auto-
mated driving are specified and a corresponding metric
to assess prediction performance is derived.

e On the basis of the proposed metric, a CVAE prediction
model is evaluated on a large-scale dataset comprising
thousands of real-world pedestrian-vehicle interactions.

e The relevance of different contextual cues is assessed
based on an ablation study and the results are compared to
the ones obtained using established performance metrics
for pedestrian prediction.

The remainder of this paper is organized as follows: We
first give an overview on related work in Sec. We then
introduce our large-scale dataset of vehicle-pedestrian inter-
actions in Sec. In Sec. we analyze pedestrian-vehicle
interactions to determine human driving behavior and to derive
requirements on pedestrian prediction for automated driving.
Our prediction model is introduced in Sec. [V] and thoroughly
evaluated in Sec. [VI] Finally, we conclude the paper with a
discussion of our results in Sec. [VIIl

II. RELATED WORK

In this section, we give an overview of state of the art ap-
proaches as well as typical input features applied to pedestrian
prediction. Furthermore, evaluation metrics and public datasets
are briefly summarized.

A. Pedestrian Prediction Approaches

Pedestrian prediction has already been studied for a long
time, resulting in numerous approaches that address this prob-
lem in the automotive domain [3], [4] and beyond [3]]. It is
important to note, however, that in the context of Advanced
Driver Assistance Systems (ADAS) and AD the employed
output representation of prediction models and consequently
the system integration may significantly differ. Approaches
range from the prediction of pedestrian crossing intentions
[6], [7], over walking destinations [8], [9], to the prediction
of paths [10] or trajectories [[L1], where the latter can further

be distinguished into trajectory prediction in image-view and
bird’s-eye view.

We consider a prediction of bird’s-eye view pedestrian
trajectories best suited for an AD system as the downstream
planning of appropriate system reactions usually relies on this
kind of representation. That is why we will focus on such
approaches in the following.

To the best of our knowledge, requirements on pedestrian
behavior prediction for AD have not been thoroughly analyzed
so far. We strongly believe that it is essential to mirror
pedestrian prediction to requirements of the downstream task
in order to obtain an optimal overall system performance.
By taking a system-level approach to pedestrian behavior
prediction, this paper provides an important contribution for
this.

B. Trajectory Prediction Models

Many traditional approaches for predicting the future mo-
tion of traffic participants depend on a set of explicitly defined
dynamics equations that are generally derived from physics-
based motion models [S]]. Often, these approaches are used in
combination with Probabilistic Graphical Models [12]], [13],
[14].

Recently, pattern-based methods that learn behavioral pat-
terns from data have outperformed traditional approaches.
Especially, deep learning based solutions became state of the
art for most of the problems related to public datasets. Often,
Recurrent Neural Networks (RNN) are used for encoding
trajectories of interacting agents and decoding future behavior
[L5], [L6]. One of the major problems associated with these
approaches is to accurately capture the probabilistic, multi-
modal distribution over trajectories. In order to address this
issue recent deep learning based methods predict parametric
distributions [[15]], learn mixtures of Gaussian trajectory dis-
tributions [17], use adversarial training approaches [18]], or
introduce discrete [19]], [20] or continuous [21], [22], [23l],
[24] latent variables.

For the investigations in this paper, we use models that build
on Conditional Variational Autoencoders (CVAE) [23]]. Their
use of continuous latent variables renders them suitable for
capturing complex, multi-modal probability distributions.

C. Contextual Cues

Human behavior is influenced by contextual cues of internal
and external stimuli. The survey [5] groups them into three
categories: cues of the target agent, the dynamic environment,
and the static environment. Potential target agent cues are
the motion state (e.g. position, velocities) [14], [15], [L6],
appearance-based cues (e.g. head or body pose) [26], or
semantic attributes (e.g. age or gender) [27]]. While traditional
models often do not take into account influences of the
dynamic environment [28], [29], [30], other approaches exist
that model interactions with other agents [31]], [32]], [15] or
even social groups [33]]. Regarding cues of the static environ-
ment, there are several approaches that neglect this influence
[34], [35], some others only model influence of individual
static objects [36], while still others model more complex
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TABLE I
COMPARISON OF EXISTING DATASETS

Dataset Representation Features Size

image top m pedestrian recording time # pedestrian tracks

plane view ap - ego attributes [min] (with attributes / total)
STIP [40] X 923 - /25,000
JAAD [41]) X X 43 686 / 2,786
PIE [42] X X X 360 1,842 / 1,842
TITAN [43] X X X 175 8,592 / 8,592
SDD [33] X X 620 -/ 11,216
INTERACTION [44] X X 991 - /1,700
inD [45] X X 600 - /3,107
Argoverse [46] X X X X 30 -/ 1,322
nuScenes [47]] X X X X 333 -/ 11,512
PePScenes [48] X X X X X 333 719/ 11,512
ours X X 4,434 9,438 /93,162

influences from environment geometry and topology [19],
[37]. In addition, recent work [38] studies the contribution
of different contextual cues on an action classification task.

D. Evaluation Metrics

Performance evaluation is an integral part of the process
of creating a prediction model. The survey [3] extensively
discusses different metrics for models that predict trajec-
tories. These metrics fall into two classes, geometric and
probabilistic. A widely used geometric metric is the Average
Displacement Error (ADE), which applies to models providing
point predictions. ADE measures the euclidean distance of a
predicted trajectory from ground truth positions at a specific
prediction time interval, averaged over the trajectory, or over
multiple trajectories. Quite commonly the ADE metric is also
applied to probabilistic predictions by averaging over the
predictive distribution as well.

Probabilistic metrics are used for models that provide
predictions in the form of probability densities. This kind
of metrics measures how well the predictions capture the
uncertainties inherent to the prediction process as well as the
true process. A typical metric here is average Negative Log
Likelihood (NLL) of the ground truth positions. Unfortunately,
these kind of metrics tend to lack intuitive interpretability. One
subtlety with the different probabilistic metrics is whether they
encourage multimodal predictive distributions or not.

This raises the question whether the metrics discussed so far
measure properties relevant for possible applications of the
model under consideration. The authors of [39] discuss the
problem of evaluating generative (probabilistic) models and
come to the conclusion that application specific metrics are
generally required.

E. Existing Datasets

In contrast to the large number of datasets devoted to
pedestrian detection there is only a limited number of datasets
available that address pedestrian prediction in an automated
driving context. Table [[] summarizes and compares the most
important ones. The comparison takes into account the em-
ployed representation (image plane vs. top view), the avail-
ability of features which are relevant for pedestrian prediction

(a semantic map, ego-vehicle data, and detailed pedestrian
attributes at a perceptual and/or behavioral level), and the size
of the datasets (in terms of the number of unique pedestrian
tracks and recording time).

Datasets from the first group provide video recordings
including annotated objects. Some of them additionally include
rich behavioral annotations for pedestrians. The most notable
contributions to this group include the Joint Attention in
Autonomous Driving (JAAD) dataset [41]], the Pedestrian
Intention Estimation (PIE) dataset [42], and the TITAN dataset
[43]. However, even though these datasets are suitable for
benchmarking vision-based algorithms for pedestrian detection
or intention recognition, they are limited in use for investi-
gating trajectory prediction where an object representation in
bird’s-eye view is required.

Datasets from the second group like the Stanford Drone
Dataset (SDD) [33], the INTERACTION dataset [44]], or the
Intersection Drone dataset (inD) [45] comprise trajectories
from a bird’s-eye view and are thus suitable for pedestrian
prediction. However, since drones were used to record these
datasets they are limited to a small number of locations, and
more important, do not provide detailed pedestrian attributes.

Recently, various large scale automotive datasets were
published e.g. Argoverse [49] and nuScenes [50], many of
which also comprise tracking or motion forecasting challenges.
However, none of these datasets provide detailed pedestrian
attributes and mainly focus on the prediction of vehicles
trajectories. Furthermore, they lack a significant number of
scenes with pedestrian-vehicle interactions. The authors of
[48] conducted a post-labeling of nuScenes to provide ad-
ditional pedestrian attributes. However, for their PePScenes
dataset only 6% of the pedestrians in nuScenes were taken into
account, since all others were not of interest for the driving
task.

III. DATASET

To overcome the limitations of existing datasets, we created
a large-scale dataset that specifically addresses pedestrian
prediction in automated driving context. In detail, the require-
ments on the datasets were as follows:

o 2D pedestrian positions in the ground plane.
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o Annotations for additional features that are relevant
for the prediction task. Most notably, a semantic
map of the road infrastructure, ego-vehicle data for
modeling pedestrian-vehicle interactions, and additional
appearance-based attributes for pedestrians.

o A large number of pedestrians that are relevant for the
driving task. The respective pedestrian-vehicle interac-
tions shall cover various scenarios, e.g. interactions at
different traffic control elements.

A. Data Collection

The dataset we refer to in this paper comprises vehicle-
pedestrian interactions from inner-city traffic in southern Ger-
many. The data was recorded on three different round-courses
with lengths between 2 and 4 km. The routes were chosen
to maximize variability of traffic scenarios including both
downtown and suburban areas, different road sizes, traffic
densities, and number of pedestrians. Furthermore, the routes
contain various traffic control elements which are relevant for
vehicle-pedestrian interactions, most notably zebra crossings,
pedestrian refuge islands, or a combination of both.

To further increase scenario coverage a number of actors
were positioned at different locations along the courses. The
instruction of actors followed a semi-scripted approach where
actors were told not to perform specific interactions with the
recording vehicle but rather to arbitrarily vary their walking
routes, interactions and behavior in a realistic manner. Since
actors had to adapt their behavior to the respective traffic
situation, including the recording vehicle and other traffic
participants, the setup proved to result in a great variety of
realistic vehicle-pedestrian interactions.

The recordings were carried out during three weeks in
fall of 2018. Overall, we recorded 74 hours of data using
seven different drivers to reduce driving style biases. Data
acquisition was performed using a Bosch test vehicle equipped
with various surround sensors. The recorded data comprises
3D point clouds of a 360 degree LiDAR sensor and images
of two front-facing cameras with horizontal opening angles
of 45 and 90 degrees, respectively. Furthermore, an IMU
with differential GPS provides precise information on the ego-
vehicle’s position and motion.

B. Data Labeling

Data post processing included an automatic extraction of
pedestrian trajectories. As a first step, we applied a Mask-
RCNN object detector to the recorded image data. Pedestrian
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Fig. 2. Dataset statistics: (a) distribution of pedestrian tracks with respect to
the three courses; (b) locations at which pedestrians crossed the street.

Fig. 3. Example of labeled pedestrian attributes: The compass plots depict
head and body orientation, where the filled upper compass indicates that the
pedestrian is looking at the ego-vehicle.

detections were subsequently lifted to 3D by matching them
with respective LiDAR point clusters. To this end, LiDAR
point clouds were ego-motion compensated, projected onto the
image plane, and finally matched based on their overlap with
pedestrian masks. The resulting 3D detections were tracked by
Kalman filtering using a constant velocity model and a greedy
association scheme. Finally, the 3D annotations were projected
into the ground plane to obtain 2D pedestrian positions.

Overall, 93,162 unique pedestrian tracks with an average
track length of 6.6s were extracted from the recorded data,
including approximately 5,500 actor trajectories. 7 % of all
pedestrian trajectories are crossing the road, out of which ap-
proximately 40 % originate from actors. This demonstrates that
even though actor trajectories constitute only a small portion
of the overall dataset, it was possible to significantly increase
scenario coverage by employing actors during the recordings.
Fig. [2] illustrates the distribution of pedestrian tracks with
respect to the different round courses and crossing locations.
For our further investigations we excluded pedestrian tracks
at traffic lights because behavior there is primarily determined
by the traffic light states.

To enable an investigation of potentially behavior-relevant
features, a subset of 9,438 pedestrian tracks was manually
labeled. For the labeling, the tracks were randomly selected
while ensuring that tracks are balanced between crossing and
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Fig. 4. Semantic map shown on top of a road map. Colors denote different
semantic classes. © OpenStreetMap| contributors (openstreetmap.org, open-
datacommons.org)
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non-crossing pedestrians as well as location (i.e. presence
of different traffic control elements). As depicted in Fig. [3]
the frame-wise labels include body and head orientation (in
degrees).

Finally, we created semantic maps of the round courses via
hand-labeling of decimeter-level accurate aerial orthoimages
(see Fig. [d). These maps comprise the locations of roads,
sidewalks, cycle tracks, bus lanes, barred areas, zebra cross-
ings, refuge islands, traffic lights, lawn, and buildings. The
trajectories of the ego-vehicle as well as those of the detected
pedestrians hence can be projected onto the map, given the
precise global position recordings of the ego-vehicle.

The large variety of scenarios and rich feature description
renders the dataset suitable for pedestrian behavior prediction.
However, the recordings only comprise German traffic. Thus,
the generalization of trained prediction models and our results
may be limited to regions with similar cultural factors or traffic
rules.

IV. REQUIREMENTS ON PEDESTRIAN BEHAVIOR
PREDICTION

A. Analysis of Human Driving Behavior

The interaction of vehicles and pedestrians has been studied
extensively in recent years [51]. While early studies on the
crossing behavior of pedestrians date back to the 1950s, the
complex interaction process between drivers and pedestrians
that e.g. occurs at crosswalks is a relatively new field of
research [52]]. At roadways without areas distinctly labeled for

pedestrian crossing, it is the pedestrian’s responsibility to find
a safe gap in traffic. Generally, the minimum gap which is still
accepted by pedestrians when they decide to cross the road
in front of an approaching vehicle is denoted as acceptance
gap. A common measure for how safe a specific gap is, is
the Time-to-Collision TTC = d/v. It is calculated from the
distance d of an approaching vehicle, in relation to its driving
velocity v and thus indicates the time required for the vehicle
to arrive at the pedestrians location assuming constant velocity.
Although common sense might suggest that TTC is the basis
for pedestrians’ gap selection it has been shown that other
factors such as vehicle speed [53] or crossing distance [54]
have an influence on the size of chosen gaps.

When interacting with pedestrians it is crucial that the
system behavior of an automated vehicle is perceived neither
uncomfortable nor even critical by both the pedestrian and the
passengers of the vehicle. In that respect, an automated vehicle
should ideally imitate the behavior of a defensive human driver
[535]. In order to define a suitable system behavior of an
automated vehicle, we investigated different scenarios where a
human driver interacts with pedestrians crossing the roadway
in front of the vehicle. These scenarios were taken from the
dataset described in Section [l Two typical examples are
depicted in Fig.

The graph in Fig. 52 shows the velocity (green) and the
TTC (blue) of a vehicle approaching a pedestrian who crosses
the road from left to right. The two vertical dashed lines at
t1 = 2.6s and t, = 4.5 s mark the points in time at which the
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Fig. 5. Two traffic scenarios of a vehicle approaching a pedestrian crossing the roadway. In scenario (a) the driver brakes in order to maintain a Time-to-
Collision (TTC) above approximately 2 s while the pedestrian is traversing the driving corridor of the vehicle. In scenario (b) the driver maintains a sufficiently

large time gap between his vehicle and the pedestrian without having to brake.
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pedestrian enters and leaves the driving corridor of the vehicle,
respectively. For the analysis in this paper we assume a driving
corridor width of 3m. Overall it takes the pedestrian 1.9s
to traverse the danger zone of the driving corridor. At time
t1, when they enter the corridor, the TTC of the approaching
vehicle is 2.9s and at time ¢, when the pedestrian finally
leaves the corridor, TTC is 2.1s.

As soon as the driver recognizes that the pedestrian intends
to cross the roadway, they slightly start to brake their vehicle
at t = 1.5s. This can be clearly seen by the decrease in slope
of the vehicle velocity and by the increase in slope of the TTC
curves, respectively. By slightly braking, the driver maintains a
TTC above approximately 2 s while the pedestrian is traversing
the driving corridor. As soon as the pedestrian has left the
corridor and is thus out of the danger zone, the driver releases
the brake at ¢ = 4.8s and shortly afterwards accelerates the
vehicle.

In contrast, the dashed blue line in the graph indicates how
the TTC would evolve over time if the driver did not brake
and maintained a constant velocity. In this case, the vehicle
would approach the pedestrian faster leading to smaller TTC
values while the pedestrian is traversing the driving corridor.
Here, the TTC would drop to a value of 0.5s at ¢ when the
pedestrian leaves the driving corridor.

Fig. [5b] depicts another traffic scenario with a vehicle ap-
proaching a pedestrian crossing the roadway from right to left.
Again, the dashed vertical lines indicate when the pedestrian
enters and leaves the driving corridor, respectively. In contrast
to the previous case, the driver neither brakes nor accelerates
while their vehicle is approaching the pedestrian. This is due to
the fact that the time gap already is at a safe level > 2.9 s while
the pedestrian is traversing the driving corridor and, therefore,
the driver does not have to take any action but rather maintains
a constant velocity of approximately 14 km /h.

These two examples suggest that human drivers try to
establish a time gap between the pedestrian and their vehicle
that does not fall below a certain threshold value for the time
span while a pedestrian traverses the driving corridor. This
hypothesis is also confirmed by a statistical analysis of the
minimum time gaps which occur in crossing scenarios. To
this end, 2,238 scenarios of pedestrians crossing the roadway
from right to left and vice versa in front of an approaching
vehicle were identified in the dataset. For these scenarios, we
determined the minimum time gaps occurring while pedestri-
ans were traversing the vehicle corridor.

Fig. E] shows the cumulative distribution function (red) and
the number of occurrences (blue) of these scenarios as a
function of the minimum time gap. The onset of individual
scenarios occurs at a minimum time gap of 0.6s and the
distribution reaches the maximum number of occurrences in
the right-open interval between 2.3 s and 2.4 s. The median of
the distribution is at a minimum time gap of 2.84s, the first
and third quartiles are at 2.09s and 3.92s, respectively.

The distribution function of minimum time gaps thus shows
that drivers try not to fall below a certain threshold value for
the time gap between their vehicle and the pedestrian crossing,
which is perceived as safe and comfortable by both parties. If
the initial situation of a crossing scenario leads to a time gap

lower than the threshold value, the driver reacts by adjusting
the speed of their vehicle accordingly, e.g. by applying the
brakes. Furthermore, the result shows that a minimum time
gap of at least 2.8s (i.e. the median of the distribution) is
perceived as safe and comfortable by the majority of traffic
participants.
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Fig. 6. Cumulative distribution function (red) and number of occurrences
(blue) of the minimum time gap while pedestrians traverse the driving corridor
of an approaching vehicle. The median of the distribution is at a minimum
time gap of 2.84s.

As stated earlier, the acceptance gap is defined as the
minimum gap still accepted by pedestrians when they decide
to cross the road in front of an approaching vehicle. While
it has been widely used to characterize the crossing behavior
of pedestrians it is not an appropriate measure to describe
the interaction between drivers and pedestrians as they cross
the roadway. This is due to the fact that the acceptance gap
solely depends on the pedestrians’ decision to cross in a
specific traffic situation and does not account for the drivers’
reaction. In contrast, our results show that the minimum time
gap of pedestrians while they traverse the driving corridor
can be used to analyze the interaction of both parties as it
combines the crossing intent of the pedestrian given a specific
traffic situation and the reaction of the driver to the crossing
pedestrian.

Still both metrics are related to each other: While the
acceptance time gap corresponds to the TTC when a pedestrian
enters the roadway, the minimum time gap usually refers to the
TTC when a pedestrian is about to leave the driving corridor
of the approaching vehicle. Consequently, the minimum time
gap takes on smaller values than the acceptance time gap. The
difference between both metrics thereby depends on the time
span it takes the pedestrian to traverse the driving corridor and
the reaction of the driver of the approaching vehicle.

B. Derived AD System Reaction Pattern

Based on our analysis of human driving behavior we next
derive system reactions of an automated vehicle that should
imitate those of human drivers. For the sake of simplicity
we focus on longitudinal vehicle control, i.e. the adaption
of the vehicle’s velocity along a predefined or planned path.

This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible.



MANUSCRIPT SUBMITTED FOR REVIEW TO IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS 7

(a) without system reaction

(b) with system reaction

Fig. 7. Defining an appropriate system reaction based on the concept of a driver’s comfort zone (red regions). In (a) the system first evaluates whether a
pedestrian will violate the comfort zone in the future. In (b) a braking maneuver finally slows down the vehicle such that future comfort zone violations are

circumvented. Dashed lines depict the paths of the vehicle and the pedestrian.

As shown in the previous section, the observed minimum
time gap between a vehicle and a pedestrian traversing the
driving corridor is of particular importance in this respect.
Our analysis suggests, that there is a threshold value below
which a situation is perceived uncomfortable or even critical.
Acceptance of minimum time gaps is, of course, subjective and
may depend on driving style, street layout, or traffic density.
However, the histogram in Fig. [f] suggests that time gaps below
2s (i.e. approximately the first quartile of the distribution)
are seldom observed and hence also should be avoided by an
automated vehicle.

To realize an adequate system behavior we suggest that
an automated vehicle monitors its future driving corridor, in
particular with respect to violations of a defined minimum
time gap. For this purpose, we define a comfort zone that
extends along the vehicle’s future path, as illustrated in Fig.[7]
The extent of the comfort zone thereby reflects a time gap
which is considered comfortable by drivers and pedestrians.
Consequently, its length depends on the vehicle’s speed and
can thus be adapted via braking (zone shrinks) or acceleration
(zone is enlarged). In our implementation we choose a time
gap of 3s, which is slightly above the median value of the
distribution in Fig. |6 and therefore corresponds to an average
driving style.

Furthermore, we propose that an automated vehicle eval-
uates whether its comfort zone is violated by a pedestrian
— currently or in the future. This is done by predicting
the probability distribution of future pedestrian locations and
intersecting them with the vehicle’s future comfort zones (see
Fig. [7a). The latter are derived by shifting the current comfort
zone along the planned path assuming constant vehicle veloc-
ity (i.e. no change in system behavior). In case of violations,
the automated vehicle issues a system reaction, e.g. braking,

such that the pedestrian’s future trajectory does not violate the
adapted comfort zones anymore (see Fig. [7b).

From the above considerations it becomes evident that
comfortable and anticipatory driving requires large prediction
horizons. Pedestrians at least have to be predicted for a
time horizon that corresponds to the comfort zone’s time
gap, i.e. 3s in our case. To realize natural driving behavior
even larger horizons are required such that future comfort
zone violations can be anticipated. However, with increasing
prediction horizons the requirement on prediction accuracy can
be gradually relaxed, since then an increasing time span is
available to correct for an erroneous absence of a system reac-
tion. On the other hand, to minimize false system reactions it is
required that behavior planning takes prediction uncertainties
into account. Pedestrian prediction models hence should yield
uncertainty estimates (e.g. in terms of probability distributions
over future pedestrian locations).

It should be noted that the comfort zone is not necessarily
restricted to regions in front of the vehicle. Rather, it may
also cover a region behind the vehicle. This allows to evaluate
whether the vehicle can pass a pedestrian with a sufficient time
gap before the pedestrian enters the driving corridor. Similarly,
the comfort zone may be extended to include infrastructure el-
ements (e.g. zebra crossings) such that country-specific traffic
rules are taken into account.

C. Prediction Performance Metric: In-ROI Sensitivity (IRS)

Building on the AD system reaction, we now derive an
application specific performance metric for our prediction
model. To this end we define pedestrian behavior prediction
as a binary classification task.

Fig. [8a] shows a typical traffic scene with the trajectory of a
crossing pedestrian as well as the ego vehicle’s comfort zone.
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Fig. 8. Derivation of the proposed performance metric. (a) Ground truth
pedestrian trajectory crossing the region of interest. (b) Prediction of in-ROI
probability (solid) and ground truth of in-ROI state (dashed). For one recorded
traffic scene, 3 s predictions of pedestrian and of ego vehicle ROI have been
started from all possible points in time (x-axis).

The latter is referred to as Region of Interest (ROI) in the
following. The task of the AD system is to anticipate predicted
violations of the ROI by pedestrians, i.e. a classification
whether a pedestrian will be located inside the ROI in the
future. We define the in-ROI probability Ptlfilp at time t + T
as

PRoL =/ p(xiy7|T0:t, C) dygr, 9]
¢ 7EROI T
where ROl 7 denotes the predicted ROI and

P(Ter7|Tt— 1.4, C) the predictive distribution of pedestrian
locations given the pedestrian’s past trajectory x;_pg41.; and
contextual cues C'. Computing the in-ROI probability requires
integration of the predictive distribution over the ROI. This
can be approximated e.g. with a Monte-Carlo approach using
samples from the distribution.

Fig. BB illustrates the evolvement of the scene and the
prediction over time. Specifically, the dashed line represents
the true state of the pedestrian with regard to being inside the
ROI for a given prediction horizon, e.g. T' = 3's, whereas the
solid blue line shows the predicted in-ROI probability for this
prediction horizon. Thresholding PtRf:IF finally yields an in-
ROI classification that is compared to the true state for each
sample t.

Thus, we have defined a classification problem (with pre-
dicted class probabilities) for which textbook metrics can be
applied. In particular, we choose the True Positive Rate (TPR)
and the False Positive Rate (FPR) which are defined as

TPR =
FPR

TP/(TP + FN) 2
FP/(FP + TN), 3)

where TP, TN, FP, and FN denote the number of true positive,
true negative, false positive, and false negative samples, re-
spectively. For metric calculation, we accumulate classification
results from the set of test samples that are relevant for the
AD system reaction. In our evaluation, we consider samples
with TTC < 55 as relevant, which excludes samples that will
not result in a system reaction as defined in section

In general, there is a trade off between TPR and FPR that
can be represented as a ROC curve, where points on the
curve are generated by varying the classification threshold.
Fig. [[1] shows ROC curves for different prediction horizons.
The models and the confidence bands shown in the figure will
be discussed in Sec. [VI] These curves allow for studying said
trade off which would be difficult to assess from requirements
given a priori. In particular, we use ROC curves to determine
a FPR for each prediction horizon according to the following
reasoning.

For an application of prediction models in an AD system,
the performance (TPR) at low FPR is of particular interest,
since high FPR would result in an unacceptable number
of false system reactions. However, acceptable FPRs differ
with respect to prediction horizons. Small prediction horizons
potentially correspond to critical situations that require a rather
strong reaction by the automated vehicle. In such situations
an erroneous system reaction is highly unacceptable and
potentially dangerous. On the other hand, large prediction
horizons correspond to situations that are still uncritical but
which are relevant for anticipatory driving. These situations
require much weaker reactions by the automated vehicle and
therefore erroneous system reactions are more acceptable.
Hence, we allow for larger FPRs for long-term prediction
compared to very small FPRs in the short-term prediction
case. Specifically, we consider FPRs of 2.5%, 5%, 10%, and
15% as suitable working points for the 1s, 2s, 3s, and 4s
predictions, respectively. Thus, we propose In-ROI Sensitivity
(IRS) as a prediction performance metric, which measures the
In-ROI TPR at the respective FPRs for the different prediction
horizons.

D. Metric Assessment

In the previous section, we derive an application-specific
IRS-metric with an intuitive function-level interpretation. We
postulate that it is preferable to traditional metrics for pedes-
trian future prediction, as it focuses on aspects of the pre-
diction, which affect the corresponding AD system reaction.
To highlight differences between the proposed metric and
traditional ones, we perform a metric assessment based on
toy data. The toy example is illustrated in Fig. 0] where back-
ground colors specify different ground types. It corresponds to
a crossing scene, where a pedestrian (black line) is walking on
a sidewalk (dark gray) close to a street (bright gray) towards a
zebra crossing (white). We visualize distributions with violet
contour plots, where Fig. [9a] corresponds to the three-modal
ground truth distribution, Fig. OB illustrates a model with
inaccurate on-sidewalk prediction, Fig. 9c|[shows a model with
inaccurate crossing prediction, while Fig. [0d] does not capture
multiple modes at all. The captions contain corresponding
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(a) Ground truth prediction

(b) Bad sideway prediction

IRS 1: 0.298 IRS 1: 0.298
NLL |: 2.128 NLL J: 4.153
ADE |: 3222 ADE [: 3.059

(c) Bad zebra crossing prediction

(d) No multimodality

IRS 1: 0.207 IRS 1: 0.197
NLL |: 4.153 NLL |: 6.294
ADE |: 3.059 ADE |: 2.643

Fig. 9. Toy example for metric assessment: The toy example highlights differences between our metrics in a crossing scene. Background colors specify
different ground types, where a pedestrian (black line) is walking on a sidewalk (dark gray) close to a street (bright gray) towards a zebra crossing (violet).
(a) corresponds to a three-modal ground truth distribution, (b) represents a model with inaccurate on-sidewalk prediction, (c) shows a model with inaccurate
crossing prediction, while (d) does not capture multiple modes at all. The captions contain corresponding metrics when comparing the predictions (a) - (d) to
the ground truth distribution (a). For computing IRS, we have varied the positions of car ROIs on the street.

metrics when comparing the prediction to the ground truth
distribution in Fig. [0a] For computing IRS, we have varied
the positions of ego vehicle ROIs on the street.

We observe that matching the ground truth distribution
yields highest NLL, while wrong predictions always lead
to worse scores. Interestingly, ADE results in contradictory
findings, as it favors uni-modal distributions due to measuring
expected Euclidean error. Finally, according to our IRS metric,
two predictions lead to similarly good results: Fig. Oal which
matches the ground truth distribution correctly, and Fig.
which only matches the relevant road / zebra mode correctly.
Consequently, the IRS metric focuses on relevant aspects
of the prediction, while not evaluating irrelevant parts (e.g.
accurate prediction of pedestrians on sidewalks). This helps
in finding the right balance between model complexity and
predictive performance.

V. PEDESTRIAN PREDICTION MODEL

In this section, we outline a simple yet powerful enough
pedestrian prediction model for assessing our proposed metric
and the relevance of different feature combinations. Section [[V]
analyzes human driving behavior and derives an expected
AD system reaction pattern. Such a reaction pattern requires
judging whether the probability of a pedestrian being inside
a future comfort zone of the ego vehicle exceeds a certain
threshold. Based on this reaction pattern, we can derive desired
properties of prediction models:

e Prediction of a continuous distribution over future pedes-
trian locations for computing the likelihood of a pedes-
trian being inside the future comfort zone of the ego
vehicle.

o Predictive distributions over different prediction horizons
to evaluate comfort zone violations for different predic-
tion horizons.

o Ability to model complex multi-modal distributions as
future behavior can have several non-trivial modes (e.g.
going straight or crossing the street).

o Learning influences of contextual cues that affect pedes-
trian behavior. Concretely, we focus on pedestrian motion

and poses, the static map, and interactions with the
ego vehicle, as we expect that these features have the
strongest influence on the AD system reaction.

Due to the limited prediction horizon and only a subset of
pedestrians being relevant for the IRS metric, we believe that
single agent prediction models that condition on static and
dynamic contextual cues are sufficient for our purpose.

A. Model and Feature Integration

In Section we refer to several recent approaches for
pedestrian behavior prediction, which differ in terms of model
types, architectures, learning method, or availability of fea-
tures. However, most recent approaches use deep learning
based models for learning complex, non-linear functional de-
pendencies from input features to the predicted behavior. Espe-
cially Conditional Variational Autoencoders (CVAEs) [23] and
Conditional Generative Adversarial Networks (CGANs) [56]]
have proven to be suitable for such use cases as they can learn
complex, continuous distributions by introducing continuous
latent variables. Furthermore, they allow to incorporate feature
observations by conditioning on them. We specifically focus
on CVAEs due to two reasons: their explicit density modeling,
which allows to evaluate the NLL, as well as not suffering
from mode collapse, which ensures to capture non-trivial
modes in real human behavior.

In the following, we give an overview on the proposed
CVAE architecture, with a focus on simplicity and flexibility
for enabling feature relevance assessment with different sets
of features under the proposed metric. As indicated in Fig. [I0]
the model conditions on both static map information at a
particular time step s; as well as dynamic features of the
pedestrian z;_p41.¢ over the last H time steps. We encode
dynamic features of the agent x;_p 1.+ (e.g. relative motion
between two time steps, head pose, body pose, distance to
the ego vehicle) via recurrent encoders into an embedding
space. In addition, we represent the static environment around
the pedestrian via a grid in bird’s-eye view, where different
colors indicate different semantics (e.g. sidewalk, road, zebra
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Fig. 10. DL-based architecture of the pedestrian prediction CVAE. For infer-
ring the latent variable, the inference model uses encoded past observations of
a pedestrian, encoded static context of the environment, as well as the observed
future trajectory. In contrast, the predictive model does not have access to the
future trajectory, but predicts future locations given past observation, static
context, and a sample of the latent variable z. The predictive and the inference
model share the same encoders of past observations and static context.

crossing, building, isle, bicycle lane, unknown). These bird’s-
eye view grids are encoded via a small VGGNet architecture
[S7] to provide a static environment embedding vector.

A CVAE comprises two models: The predictive model
po(Ter1.7|Te—Hy1:4, St, 2) (dashed blue rectangle) predicts an
8-dimensional Gaussian distribution over the future pedestrian
locations in « and y at four prediction time steps (1s, 2s, 3s, 4s)
conditioned on past observations and a latent variable sample
z from the Z-dimensional multivariate standard Gaussian
prior p(z). The inference model gqg(z|Zi41.7, Tt— H41:4, St)
(dotted green rectangle) infers the latent variable z from all
available observations (future and past) and is only used during
training. Additional implementation details can be found in the
Appendix in Sec. [A]

We train the model in the usual way by minimizing the
evidence lower bound (ELBO):

]Eqd,(z\xt,H;T,st) [10gpe($t+1zT|Izs—H:t7 St, Z)]*DKL(%HP(Z))

“)
The ELBO comprises a reconstruction term that aims to max-
imize the expected likelihood of future observations under the
latent posterior distribution, as well as a Kullback-Leibler (KL)
divergence term that tries to enhance agreement between prior
and posterior latent distribution. So while the reconstruction
term serves the purpose of obtaining an accurate prediction of
the future trajectory given the observed past, the KL term acts
as a regularizer.

B. Feature combinations:

The proposed architecture allows for flexible changes of
input features and enables an ablation study regarding the
influence of different features on the prediction performance.
Table [lI| denotes the features that we evaluate in this study.
The most basic model only conditions on the past motion of
the pedestrian and does not use any additional information.

Hence, it can only learn future predictions based on cues in
the pedestrian trajectory itself.

TABLE II
DESCRIPTION OF FEATURES USED IN THE CVAE.
Feature Description
Motion  Trajectory encoded as relative motion (Ax, Ay) between time
steps.
Egodist  Distance (x, y) to ego vehicle at every time step.
Head Head pose of the pedestrian at every time step.
Body Body pose of the pedestrian at every time step.
Map Semantic map around the last position of the pedestrian.

VI. EXPERIMENTAL RESULTS

In the following, we evaluate the importance of different
sets of contextual cues in terms of our proposed IRS metric.
Furthermore, we highlight differences in the respective con-
clusions when comparing to traditional metrics.

A. Experimental Setup

Training, validation, and test subsets are drawn stratified
from the three round courses in our dataset. The dataset is
split by first assembling the test set. In order to be able to
evaluate how pedestrian features like head pose affect the
prediction performance, the whole test set needs to consist
of labeled tracks. With the fraction of labeled tracks in the
dataset being comparatively small, the test set has to be
limited in size to ensure enough labeled tracks are available
for training. We decided to constrain the test set size to 500
tracks while at the same time guaranteeing a large variety
of scenes. This is achieved by drawing from the labeled
subset via stratified random sampling, with each category, e.g.
crossing/not crossing, distance from ego vehicle, crossing in
front/behind the ego vehicle, being represented according to
its proportion in the complete data set.

For training and validation, a minimum track length of 5s is
required to enable training of prediction horizons of up to 4s.
5% of the tracks fulfilling this criterion are randomly assigned
to the validation set, the remaining tracks form the training set.
Training and validation set contain 42,551 (7,175 labeled) and
2,278 (389 labeled), respectively.

In order to assess the variance of the test results, evaluations
are repeated using the bootstrap method [58]] with B = 10000
replications. Each replication uses an artificial test set created
from the original test set by resampling 500 tracks with
replacement. The bootstrap method produces an estimate of
the variability in the results that would be seen with completely
new test data taken from the same ground truth distribution.
From the bootstrap replications we compute 50% confidence
intervals for the metrics IRS, NLL, and ADE, using the “BCa”
method [59]], which corrects for bias and skewness of the
sampling distribution.

B. Quantitative Evaluation

In order to introduce the procedure and to gain some
intuition we first show evaluation results for two models
in comparison. One is a CVAE model that solely uses a
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pedestrian’s past trajectory (CVAE motion), while the other
one is a CVAE model that employs a full feature set (CVAE
full) consisting of the pedestrian’s past trajectory, their head
and body pose, the distance to the ego vehicle’s position, and
the semantic map. In this way the effect of contextual cues
on the prediction performance can be assessed. We run both
models on the test dataset and evaluate the predictions with
the system-specific ROI-metric proposed in Sec. using
a range of FPR values.

The ROC curves for different prediction horizons are de-
picted in Fig. [TT] (solid line: TPR per FPR, shaded area: 50%
confidence interval per FPR). It becomes evident that the TPRs
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Fig. 11. ROI-based metric results of the baseline CVAE motion model

(pedestrian motion feature only) and of the full CVAE model (all features) for
different prediction horizons. The shaded bands denote the TPR confidence
interval at each FPR. Dashed lines represent the target FPR values chosen to
define the IRS metric, see Sec.

of the models decrease with increasing prediction horizons.
For a prediction horizon of 1s both models achieve very good
TPRs with the full CVAE model slightly outperforming the
simpler one. This result confirms that for short-term pedestrian
prediction the simpler model is already well suited in terms
of our IRS metric, and that contextual cues only have a minor
benefit. In contrast, for prediction horizons of 2 to 4 s, the full
CVAE model strongly outperforms the CVAE motion model.
Our results thus confirm the importance of using contextual
cues for long-term pedestrian prediction. A more detailed
analysis of feature relevance follows in Sec.

With longer prediction horizons the confidence bands be-
come wider. This results from the fact that there is less data
available for longer prediction horizons in our data set. We
visualize the chosen FPRs from Sec. as vertical dotted
lines in Figure [TT} Our prediction performance metric IRS is
equal to the TPR at the chosen FPRs. The IRS as well as
the corresponding 50% confidence intervals are reported in
Table [[II| for eight CVAE models with different input feature
combinations.

C. Feature Relevance Assessment

To analyze the relevance of different contextual cues, we
perform an ablation study and report the results in Table

We list our proposed In-ROI Sensitivity (IRS), the Negative
Log-Likelihood (NLL), and the Average Displacement Er-
ror (ADE) for four prediction horizons and eight variants of the
CVAE model, each using different input feature combinations.
In order to keep the complexity of this analysis manageable,
we treat the head and body orientation as one combined feature
named head&body by concatenating the orientations. Along
with the metrics itself Table [llI| reports 50% confidence inter-
vals for all values in order to show the uncertainty of the metric
estimation. This allows to better interpret the amount to which
one model improves about another, but these intervals are not
suited for concluding whether the models perform significantly
different. For that, one actually has to look at, e.g., 90%
confidence intervals for pairwise differences of metrics. We
do not report such intervals due to space considerations but
they have been computed and used to check the statistical
significance of the statements made in the following.

Based on our pairwise significance analysis, we additionally
report in Table [IV| for each metric and prediction horizon the
optimal CVAE model (input feature set). A model is deemed
optimal if there is no other model with a significantly better
performance. In cases of ties, we report the model with the
least amount of input features, i.e. the least complex model.

Using our proposed IRS metric, we first analyze the rele-
vance of different contextual cues. In comparison to other ab-
lation studies, this analysis thus focuses on the importance of
different input feature combinations with respect to the overall
system performance. By taking the specific requirements of
the system function into account, one can ensure that the
prediction model is perfectly tailored towards a downstream
task (e.g. AEB-P). As shown in Sec. the results of
general prediction metrics (e.g. NLL) and the IRS metrics
may vary. An evaluation based on a system-level metric can
consequently avoid the use of unnecessary complex models.

It is obvious that the map is crucial for good prediction
performance, when comparing models 1-4 (without map) to
models 5-8 (with map). The positive effect of using a map
is particularly pronounced for prediction horizons of 2s to
4s. However, our further significance analysis indicates three
deviations from this general trend. Enhancing model CVAE
motion+egodist with map does not yield a significant perfor-
mance improvement for 3s and 4 s predictions. Additionally,
no significant improvement for a prediction horizon of 1s can
be observed when comparing model 3 to 7 and 4 to 8.

Overall the IRS metric can be significantly increased from
96.1% to 98.5% for short prediction horizons (1s) and
from 82.6% to 93.3% for long prediction horizons (4s)
by extending the conditioning of the CVAE motion model
to all available contextual cues. The IRS of model CVAE
motion+map+head&body is with 93.4 % even a little better,
but this improvement is not significant.

As can be seen in Table |[IV-D| an additional feature does
not always yield a significant performance improvement when
using our system-level IRS metric based on our selection cri-
terion, dataset, and model family. Short-term predictions (1 s,
2 s) benefit from considering egodist and head&body features.
For long-term predictions (2, 3 s, and 4 s), it is advantageous
to use map features. Comparing to CVAE motion+map, we
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TABLE III
ABLATION STUDY OF CONTEXTUAL CUES

CVAE Model IRS (%) T NLL | ADE (m) |
Is 2s 3s 4s 1s 2s 3s 4s Is 2s 3s 4s
96.5 86.1 87.8 86.3 0.18 1.59 2.47 3.21 0.54 1.12 1.77 2.54
1 motion 96.1 84.6 854 826 0.13 1.54 239 3.10 0.53 1.10 1.73 248
95.5 82.8 82.6 77.4 0.08 1.46 2.28 2.92 0.52 1.08 1.70 2.41
97.8 89.6 91.1 85.3 —0.10 1.33 2.22 2.99 0.50 1.05 1.68 2.45
2 motion+egodist 974 88.0 89.0 82.2 —-0.14 127 214 288 049 1.03 1.64 2.39
96.9 86.4 86.9 76.8 0.20 1.19 2.02 2.69 0.48 1.01 1.61 2.32
98.2 91.3 91.0 88.2 0.09 1.50 2.39 3.13 0.52 1.11 1.77 2.55
3 motion+head&body 97.7 89.7 89.1 84.6 0.05 145 232 3.04 0.51 1.09 174 249
97.3 88.2 87.1 80.1 0.00 1.39 2.22 2.88 0.50 1.07 1.70 2.43
98.4 92.2 92.1 89.7 —0.13 1.29 2.17 291 0.48 1.02 1.62 2.35
4 motion+egodist+head&body 98.1 91.0 90.8 86.8 -0.18 1.23 2.09 2381 0.47 099 1.58 2.29
97.7 89.4 88.5 82.2 —0.23 1.15 1.99 2.62 0.46 0.97 1.55 2.23
98.3 92.1 92.6 93.7 —0.02 1.30 2.11 2.81 0.52 1.04 1.59 2.25
5 motion+map 97.9 90.7 90.6 91.2 —-0.06 1.25 204 271 0.50 1.01 1.55 2.19
97.4 89.1 88.8 88.1 —0.11 1.18 1.94 2.57 0.49 0.99 1.52 2.13
98.4 93.3 92.5 89.8 —0.19 1.16 2.00 2.72 0.48 0.98 1.53 2.19
6  motion+map+egodist 98.0 922 904 87.2 -024 110 191 261 0.47 096 1.50 2.13
97.6 90.5 88.5 82.3 —0.29 1.02 1.79 2.42 0.46 0.94 1.46 2.06
98.3 93.4 94.1 95.8 —0.07 1.25 2.05 2.77 0.49 1.00 1.54 2.22
7  motion+map+head&body 98.0 922 926 934 —-0.11 119 1.98 2.69 0.48 097 150 2.16
97.6 90.6 91.1 90.7 —0.15 1.13 1.89 2.56 0.47 0.95 1.47 2.10
98.9 94.5 94.0 95.3 —0.21 1.11 1.94 2.65 0.48 0.97 1.51 2.18
8  motion+map+egodist+head&body 98.5 93.5 92.7 933 —0.26 1.05 1.86 2.55 047 095 1.47 212
98.2 92.1 90.8 90.0 —0.31 0.98 1.76 2.37 0.46 0.93 1.44 2.05
TABLE IV
OPTIMAL INPUT FEATURE SET PER METRIC AND TIME HORIZON
IRS NLL ADE
Is motion+egodist+head&body motion+map+egodist motion+map+egodist
2s motion+map+egodist+head&body motion+map+egodist+head&body motion+map+egodist+head&body
3s motion+map motion+map+egodist+head&body motion+map+egodist+head&body
4s motion+map motion+map+egodist+head&body motion+map+egodist

did not observe significant improvements for 3s, and 4s by
adding egodist or head&body. However, this could be due to
limited head and body orientation labels in the dataset.

In a second step, we compare the IRS score of the models
with the corresponding ADE and NLL scores. Based on a toy
example, we have shown in Sec. [V-D| that improvements in
NLL do not necessarily pay off in the proposed application-
specific IRS-metric. Indeed, we also make similar observations
in the ablation study results of Table |lIl} For example, model 8
significantly improves over model 7 for the 4s prediction
horizon in terms of NLL, while this is not the case in terms of
IRS. The difference are also visible in Table[[V] and especially
for a prediction horizon of 3s and 4s. According to our
selection criterion, NLL and ADE suggest to use all available
input features, our IRS metric, on the other hand, indicates
that features motion and map are sufficient.

D. Qualitative Evaluation

The system-level feature relevance assessment in Sec-
tion [VI-{ indicates that CVAE-based models with additional
features can significantly outperform a simple CVAE motion

baseline model. In the following, we provide qualitative exam-
ples, which highlight the influence of features on pedestrian
prediction. Fig. [I2] illustrates two scenes that often occur
in urban scenarios. In the first scene, Fig. @ and m a
pedestrian is walking on the sidewalk (dark gray) parallel
to the street (light gray) and approaching a zebra crossing
(violet). The CVAE motion model in Fig. @ does not have
information about the static environment and thus mainly
predicts straight walking with some uncertainty. Instead, the
CVAE with map feature in Fig. [T2b] was able to learn that
zebra crossings increase likelihoods of pedestrians to cross and
it correctly skews the distribution towards the zebra crossing,
while still keeping a mode for straight walking. The second
scene, Fig. and [12d} shows a pedestrian that stands at
the side of a street and waits for crossing, while a car is
decelerating to let the pedestrian pass. The CVAE motion
model in Fig. with only pedestrian features is not able to
predict that the likelihood increases for the pedestrian to start
walking, while the CVAE model with map and ego vehicle
features in Fig. [I2d] picks up this information very fast and
predicts the pedestrian to cross the street.
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- road - sidewalk - zebra crossing

- refuge island

- cycle track - building

(a) Zebra crossing (features: motion)

(c) Crossing without zebra (features: motion)

(b) Zebra crossing (features: motion, map)

(d) Crossing without zebra (features: motion, map, egodist)

Fig. 12. Pedestrian behavior prediction of the proposed model in two different scenarios. The circles indicate predictions for 1s (turquoise), 2s (blue), 3s
(purple), and 4s (magenta), while the dashed line with crosses indicate the ground truth future trajectory. In the first scenario, depicted in (a) and (b), a
pedestrian is walking towards a zebra crossing after walking straight on the sidewalk, but parallel to the street. In the second scenario, depicted in (c) and
(d), a pedestrian is starting to cross the street without a zebra crossing, after a car has reduced its speed (prediction of the car is illustrated by a magenta box

at the top).

VII. CONCLUSION

With the shift from advanced driver assistance systems
towards fully automated driving, novel requirements on pedes-
trian behavior prediction arise. In this paper, we argued that
these requirements are not fully taken into account by estab-
lished evaluation procedures — particularly in terms of metrics
and datasets that are usually used to quantitatively assess
prediction performance. We proposed a system-level approach
to bridge this gap: based on a large dataset comprising thou-
sands of pedestrian-vehicle interactions, we analyzed human
driving behavior, derived appropriate reaction patterns of an
AD system, and finally specified corresponding requirements
on a pedestrian behavior prediction component. Moreover,
we proposed a novel evaluation metric that measures the
fulfillment of these requirements. It eases interpretation of pre-
diction performance from a system-level perspective and thus
allows for balancing model complexity vs. system-level perfor-
mance. Our contribution thus shall stimulate future research on
system-level evaluation and optimization of prediction models.

The proposed metric was evaluated on a large-scale dataset
comprising thousands of real-world pedestrian-vehicle interac-
tions using a CVAE-based model. A thorough ablation study
shed light on the relative importance of different features. We

demonstrated that considering additional contextual cues does
not always yield a significant performance improvement when
using a system-level metric (i.e. our IRS metric). We also
showed that results of general prediction metrics (e.g. NLL)
and system-level metrics differ. Consequently, an evaluation
based on a system-level metric can avoid the use of unneces-
sary complex models, highlighting the importance of a system-
level approach to pedestrian behavior prediction.

Future work could extend the ablation study towards ad-
ditional datasets and contextual cues such as considering
the influence of other traffic participants besides the ego
vehicle (e.g. other pedestrians or vehicles). Furthermore, the
evaluation of additional model types could yield interesting
insights, such as analyzing models that make joint predictions
for multiple traffic participants at once. This would allow
comparing the IRS metric to multi-agent prediction metrics.
Finally, our future work will focus on the integration and
optimization of the developed prediction component in an AD
system.
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APPENDIX A
IMPLEMENTATION DETAILS

State size of LSTM cells 256, 384 256, 384
Features per MLP layer 256, 384, 512 384, 512, 640
Random seeds 1, ..., 10 1, ..., 10
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